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-OBJECTIVE: To present an adaptation of the anaglyph
photography technique to be used with radiological images
from computed tomography angiograms, enabling stereo-
scopic visualization of a patient’s individual abnormal
vascular anatomy for teaching, case discussion, or surgical
planning purposes.

-METHODS: Traditional anaglyph procedures with actual
objects yield 2 independent photographs, simulating the
image perceived by each eye. Production of anaglyphs from
angiograms involve 3 basic procedures: volume rendering,
image capture, and image fusion. Volume renderings were
reconstructed using a free, open-source DICOM (Digital
Imaging and Communications in Medicine) reader. Subse-
quently, the virtual object was positioned to mimic the op-
erator’s angle of view, and different perspectives of the
reconstructed volume could be obtained through exclusively
horizontal rotation. The 2 images were then fused after their
color composition was modified so that each eye would
perceive only 1 image when using anaglyph glasses.

-RESULTS: Forty-three angiograms were reviewed for the
purpose of this study and a total of 6 examinations were
selected for illustrationof the technique. Stereoscopic display
was possible for all of them and in the 3 types of support
tested: computer monitor, tablet, and smartphone screens.

-CONCLUSIONS: Anaglyph display of computed tomog-
raphy angiograms is an effective and low-cost alternative
for the stereoscopic visualization of a patient’s individual
intracranial vascular anatomy.
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INTRODUCTION
he mastery of three-dimensional (3D) vascular anatomy by
the neurosurgical apprentice is particularly complex. In
Tthis context, surgical simulators, augmented or virtual

reality devices, are being progressively used as educational tools
for the goal of displaying the intracranial anatomy as closely as
possible to the operative reality. Most of these techniques, how-
ever, require high-cost technical platforms and qualified human
assistance.
In the last 2 decades, stereoscopic photography has proven to be

of great value for teaching neurosurgical anatomy.1-11 It does not
replace simulators, but when used for documenting cadaver dis-
sections, it appears to facilitate understanding of how anatomical
structures are distributed in space. For printing, an inexpensive
anaglyph approach originally described in the 19th century can be
used.12,13 In that method, a stereoscopic color picture is generated
by superimposing the left and right angles of view of a stereo pair.
The original colors are then modified so that each eye perceives
only 1 image when the corresponding filtering glasses are used.
Here, we present an adaptation of the anaglyph photography

technique that can be used with radiological images of computed
tomography (CT) angiograms, enabling stereoscopic visualization
of a patient’s individual abnormal vascular anatomy, for the pur-
pose of teaching, case discussion, or surgical planning. Through a
simple algorithm, it allows the operator to perform stereoscopic
reconstructions, select the desired parallax, and simulate the
desired surgical perspectives.
METHODS

Image Acquisition
Images were acquired on a 64-detector row spiral CT (CT
Discovery, GE Heathcare, Milwaukee, WI). Fast, thin-section
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volumetric spiral (helical) were performed before and after intra-
venous injection of contrast medium using the following param-
eters: 120 kV, 170 mA, 0.4 second revolution time. Image
reconstructions were as follows: 0.625-mm slice thickness, 0.6
mm spacing, 512 � 512 matrix, and 228-mm field of view. Scan
coverage spanned the first cervical vertebra to the vertex. Arterial
enhancement was obtained by the intravenous injection of 50 mL
of nonionic contrast media into an antecubital vein at 4 mL/sec-
ond (Ultravist 370, Bayer Healthcare, Mississauga, Canada). Im-
aging was autotriggered by the appearance of contrast media in
the internal carotid at C2 level.
The images of 43 examinations were reviewed for demonstra-

tion of the technique: 12 men and 31 women, with a mean age of
53.5 � 15.6 years (mean � SD; range, 15e87 years).

Preparation of Anaglyphs
The general method for preparing anaglyph images classically
consists of 3 essential steps: object preparation, stereoscopic
photography, and image fusion. In this specific case, the object
was virtual (i.e., a tomographic examination). Thus, the first post-
processing step was 3D reconstruction by volume rendering. Three
basic procedures resulted from adaptations of the technique and
are described here.

Volume Rendering. Currently, either freeware or paid software
enable semi-automated stereoscopic image generation even from
a single picture. This option is available in the OsiriX and Horos
applications for reconstructions using a different method: surface
rendering. Nevertheless, in surface rendering, the reconstructed
volume is monochromatic, and important details of small struc-
tures are lost, particularly small depressions and the spaces be-
tween the bony structures and the vessels, which are better
perceived if a wider range of colors is used. In addition, parallax
customization is not possible with automated anaglyph generation
after surface rendering. As neurosurgery deals with small struc-
tures, and different degrees of depth perception may be needed
for adequate simulation, we opted to use volume rendering and to
build the stereoscopic images in a customized stepwise method in
a photography post-processing application, which will be
described in the next section.
Volume rendering reconstructions were performed using the

free, open-source software Horos (version 3.3.5, Nible Co.,
Annapolis, MD). All slices were checked visually for quality,
presence of movement, and metallic or other types of artifacts that
could compromise the procedure. The 3D volume rendering tool
was used with the following parameters for optimization: contrast
medium, level of detail fine, resolution best, shading On (default
presets), and filter none (Figure 1A). Two different view modes are
possible: parallel and perspective, in which the forms are
modified for augmented perspective perception.
After reconstructing the 3D volume, additional manual window

adjustments allowed the desired levels of visual optimization ac-
cording to the final objective of presentation: skin, bones, or
vessels. As we aimed to demonstrate vascular structures, the
definition of the final window setting was obtained after skull
opening and direct visualization of the reconstructed vascular tree.
The next step was the removal of parasitic elements. The Scissor

Editing tool was used to remove an eventual foreign object such as
260 www.SCIENCEDIRECT.com WORLD NE
head support, blanket, or tracheal tube. To do so, the recon-
structed 3D object was rotated at various angles of projection and
these elements were removed until the surrounding space was
clear. For the exposition of deep structures, the same tool could
remove superficial anatomical elements (Figure 1B). To simulate
the skull base and for vascular visualization in the operative
context, a virtual craniotomy was performed according to the
method described by Spiriev et al.14
Image Capture. The essential element of this step is displaying the
prepared image in the final perspective. When the purpose is to
simulate a surgical situation, the object position should imitate
the operator’s angle of view. For a pterional craniotomy, for
example, different degrees of rotation and extension of the head
are possible depending on the vascular structure that is to be
visualized.15 After defining them, the following algorithm was
used to decompose movements, reproducible steps, and to
increase positioning precision: 1) In top view (S position of
Horos software), the head was rotated according to the surgical
position as if the operator’s eyes were aligned with the
operating table (z-axis, Figure 1C). 2) The head was extended or
flexed according to the planned approach (Figure 1D). The exact
angles of rotation and extension were displayed on the Horos
workspace and could be checked if necessary. 3) After a virtual
craniotomy, the object was rotated again to simulate the
surgeon’s perspective according to their desired eye position
(Figure 1E).
Care was taken to avoid positioning target anatomical structures

at the edges of the reconstructed image. This was because, in the
next steps of colorimetric transformation for stereoscopic visual-
ization, a vertical band of artifacts is generated on the right and
left picture edges and must be removed. As the final result de-
pends on the superposition of images with different colors, these
bands occur wherever only one image is displayed, and their hues
are similar to that of the cyan/red glass filters. In traditional
photography, these zones tend to be larger with increasing
parallax for 2 pictures of the same size. With virtual objects, it
should be kept in mind that the crucial anatomical elements to be
demonstrated must remain distant from the periphery of the
volume-rendered angiogram during image capture. The image of
the virtual object is then exported as an image file. This may be
performed using either Horos or dedicated capture applications.
We used the .jpeg file format.
Traditional anaglyph procedures with actual objects yield 2 in-

dependent photographs. They simulate the image perceived by
each eye. These images are slightly different, although very
similar. They offer different perspectives, and when displayed in a
row, they give the small impression of object movement or rota-
tion. When fused and viewed with special glasses, each eye per-
ceives only 1 of the images. The cerebral interpretation of the
simultaneous perception of the 2 different images recreates the
sensation of a stereoscopic view. It is possible to obtain images of
an actual object by moving a camera horizontally on a rectilinear
track or a curved track (with a concavity facing the object), or by
using 2 cameras. There are several protocols for determining the
ideal distance between the 2 photographs. A common one involves
moving the camera 1/30th of the distance from the object.
UROSURGERY, https://doi.org/10.1016/j.wneu.2019.04.257
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Figure 1. Primary steps for development of
stereoscopic anaglyph images from volume rendering
reconstructions with CT scan: screen captures of the
open-source Horos software (Nible Co., Annapolis,

MD). (A) Volume rendering. (B) Cropping.
Decomposition of head positioning: neutral position (C),
extension and rotation (D). (E) Rotation of the final
virtual object.
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A virtual image involves no cameras or displacements, but
different perspectives of the reconstructed volume can be obtained
through exclusive horizontal rotation. It must be in the horizontal
plane to simulate the natural right and left eye perceptions, a
situation in which all elements of the images are aligned on the x-
axis. For the 1/30 rule, the necessary rotation was calculated to be
WORLD NEUROSURGERY 128: 259-267, AUGUST 2019
roughly 2� (Figure 2A). For additional perspective effect, such as
that experienced when the object is closer, supplementary
rotation may still be calculated (Figure 2B)—but under the
condition of further inspection after merging, as it may produce
exaggerated dissimilarity between the 2 images and unpleasant
artifacts due to binocular rivalry.16
www.journals.elsevier.com/world-neurosurgery 261

www.journals.elsevier.com/world-neurosurgery


Figure 2. Geometric representation of the rationale of stereoscopic
acquisition by virtual object rotation. The rotation angle can be calculated
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An initial image of the object was exported after ensuring that
all essential anatomical structures were displayed and that they did
not extend to the left or right edges. Next, strictly horizontal
rotation (y-axis) was performed and the image was exported again.
The image richer in background elements on the left side of the
screen was entitled Left, as it was the virtual representation of what
would be obtained with the left picture in classical photography.
In this image, the details of deep structures were partially hidden
by that of the more superficial planes on the right side of the
displayed image, but not on the left. Conversely, the image in
which the deep elements were more apparent on the right was
entitled Right.

Image Fusion. We used Adobe PhotoShop CS5 Extended version
12.0 (Adobe Systems Inc., San Jose, CA) for merging images. We
chose not to use automated anaglyph generators and to system-
atically perform manual layer superpositioning to enable real-time
checking of the final result and the identification of errors that
might require the repetition of previous steps (such as rotation on
the y- or z-axis).
The images were first checked for quality. They were then im-

ported into the same file in the form of superposed layers and
named Right and Left using the same criteria described earlier. We
systematically positioned the Right image as the front layer. We
checked the rotation effect visually via intermittent occultation of
the image. Then, we reduced the density of the front Right layer to
50% to 75%, so that the details of the back Left layer were also
visible by transparency. The Right layer was then moved horizon-
tally until superpositioning of the desired anatomical elements
was achieved. The point of maximum coincidence was selected
taking into consideration the fact that it is also the point of
maximum sharpness in the generated anaglyph, and perceived at
screen level. All other pointsI (i.e., more superficial or deeper)
were perceived behind or ahead of it.
Once the relative position of the 2 images had been determined,

the display density of the front image was returned to 100%. The
next step consisted of modifying the color composition of the
layers so that each eye would perceive only 1 layer while using
anaglyph glasses. For this, the red channel of the RBG (red blue
green) system of the Right front layer was turned off, so that it was
displayed in blue-green tones; the G and B channels of the Left
back layer were turned off and it was displayed in red tones.
Subsequently, the display mode of the Right layer was switched to
Screen. From that moment, the stereoscopic effect could be
perceived with anaglyph red/cyan glasses. For any relative position
adjustment, the Right image was further moved during contin-
uous assessment of the final result. The final step consisted of
image cropping to remove the right- and left-edge artifacts, light
enhancement when necessary, and image exporting. The.psd
and.jpeg file formats were used for archiving and displaying,
respectively.
using simple trigonometric ratios in right triangles, and expressed as a
function of the object distance and the parallax obtained by horizontal
displacement of a camera. With a virtual object, this angle can be applied
for y-axis rotation and simulation of a concrete situation. (A) Rotation
needed for a displacement corresponding to 1/30 of the distance of the
object. (B) General rule for a displacement of n mm corresponding to of 1/n
of the distance to the object.
RESULTS

The present algorithm for preparing stereoscopic anaglyph images
was applied to 10 CT angiograms. Figures 3 and 4 summarize the
graphical results.
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Several scenarios were prepared, including an overview of the
arterial circle of the brain (Figure 3). A selection of other
illustrations demonstrates the possibility of applying the method
with different angles of view and levels of enlargement of the
rendered volumes from a microsurgical perspective. Figure 4A
shows the intracranial internal carotid artery and its bifurcation.
Figures 4B and 4C depict pathological cases of aneurysms of the
anterior communicating artery and basilar artery, respectively,
with their anatomical relationships with the skull base and other
vascular structures. These reconstructions revealed a broad
spectrum of options in which the technique can be used to
obtain stereoscopic vision from computed tomography
angiograms. Adequate depth perception was obtained for all
mentioned aneurysmal implantation sites.

DISCUSSION

We present a new approach for stereoscopic display of intracranial
CT angiograms. It consists of a simple algorithm comprising
volume rendering, rotation, and adapted anaglyph technique.
In humans, vision is the main means of environmental

perception.17 Monocular vision enables the interpretation of
relative object positions by analyzing sizes, colors, shadows, and
previous knowledge of their original shapes. It is often sufficient
for simple activities, but insufficient for complex ones.18,19 On
the other hand, aligned binocular vision enables complete un-
derstanding of depth thanks to the simultaneous perception of
objects in the scene from 2 different angles.18,20 The relationship
between the main axes of the 2 retinas is hence the main enabling
factor of accurate spatial orientation.
The first stereoscope was reported in the 1830s by Sir Charles

Wheatstone.21 The purpose of the instrument was to provide a 3D
perception of two-dimensional images reflected in perpendicular
mirrors. This technique was developed parallel to photography,
which contributed to the popularization of both in the second half
of the 19th century.6 At that time, Wilhelm Rollmann started the
first experiences of anaglyph stereoscopy with drawings.12 Joseph
d’Almeida, a French physicist, accurately presented stereoscopic
images to a large audience in 1858.13 To do so, images were
projected through red and green filters while the audience wore
tinted eyeglasses of the same color. The approach gave rise to
the anaglyph technique.1 In 1896, Elihu Thomson suggested the
clinical utility of stereoscopy as applied to radiography, which
Sir James Mackenzie Davidson, an English physician,
accomplished in 1898, 3 years after Wilhelm Röentgen’s
discovery of the x-ray.7,22 In an article published in the British
Figure 3. Stereoscopic overview of the arterial circle of the brain and skull
base. (A) Superior view. Two small aneurysms are visualized: one at the
bifurcation of the middle cerebral artery, the other at the anterior
communicating artery complex. The right pre-communicating segment of
the anterior cerebral artery is absent in this patient. (B) Antero-superior
view. (C) Lateral view. A supra-clinoid aneurysm is visualized in the
posterior communicating segment of the internal carotid artery. The right
communicating artery is absent in this patient. Note that different color
tones are possible, including tones of gray, with a good stereoscopic result,
albeit a loss of contrast between arterial and bony structures (decreases
from A to C).
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Medical Journal, Sir Davidson described how he used stereoscopy to
locate a bullet in the leg of a 14-year-old boy.23 Besides medicine,
stereoscopic anaglyph display has been used for teaching and
reporting in various scientific fields. Some examples are the
depiction of geometric solids in mathematics, dinosaur tracks in
paleontology, molecular conformations in chemistry, and
elevation maps in geography.24-27

A basic requisite for neurosurgical planning is the under-
standing of 3D vascular anatomy. Besides its importance for the
operative act per se, many imaging techniques provide bidimen-
sional representations of 3D structures, where mental recon-
struction of their spatial distribution requires constant effort. The
increasing interest of the neurosurgical community in reducing
this effort has been illustrated by the recent increase in publica-
tions discussing the interest of interactive volume rendering and
3D printing.28-38 Solid models can be used for teaching and
treatment planning of complex aneurysms, enabling simulation of
clipping, potentially reducing the need for clip replacement and
the risk of aneurysm remnants. The use of these models, however,
requires expensive equipment and dedicated professionals.
Technology development has produced training alternatives, such
as interactive stereoscopic virtual reality systems.10,39 Although
they facilitate contact of the resident with surgical abnormal
anatomy, reduce tensional loads, and allow greater scheduling
flexibility,10 they require expensive equipment and a considerable
initial investment. The actual benefit of their use is debated.
Classically, the teaching of anatomical forms involves de-

scriptions and two-dimensional image exploration. Plastic models
and cadaver dissections are useful strategies, but are subject to
limitations in many parts of the world, such as difficulty in
obtaining adequately prepared anatomical specimens, religious
restrictions, and preservation fluid toxicity.40 Additional obstacles
are the impossibility of representing many structures in a single
section and the great quantity of details requiring the student’s
mental reconstruction of objects previously unknown.41,42 In the
context of neurosurgical training, even surgical pictures do not
allow immediate perception of the 3D disposition of struc-
tures.10,43 In this situation, stereoscopy has been suggested as a
valuable didactic tool, reducing the distance between the theo-
retical course and the anatomical reality.
In the educational context, the anaglyph technique has some

advantages over other stereoscopic display modes. One main
advantage is that it is easy to perform. After a steep learning curve,
the user is able to construct images alone without requiring pro-
fessional assistance. It is accessible to the neurosurgeon who is
not trained in advanced radiologic techniques. As a further indi-
rect advantage, the user can construct images as needed
depending on the case in question, highlighting the structures to
Figure 4. Stereoscopic anaglyph three-dimensional reconstruction of
surgical perspectives of normal and pathological intracranial arteries. (A)
Internal carotid artery and branches, perspective as from a subfrontal
approach. (B) Anterior communicating artery aneurysm, a right pterional
approach. A second contralateral retrocarotidian aneurysm is visualized
through the same craniotomy. (C) Basilar artery aneurysm (subtemporal
approach).
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be demonstrated and adapting the image processing to the pa-
thology in question.
Dedication applications enable automated conversion of two-

dimensional images into anaglyph images. As mentioned earlier,
we preferred manual fusion of images when superposing layers
because the operator could preview the final result in real-time on
the screen during themanipulation. In thismanner, the best relative
position can be selected and small rotational defects in other axes
can be detected (and corrected). Automated applications do not
perform such fine manipulations that improve the final results.
Anaglyph is cheap. The low cost makes it widely accessible

where virtual reality platforms would be difficult to implement.
Volume rendering, basic post-processing, and image capture can
be performed with free medical image readers or open-source
applications. Here, we used the Horos application to load files
in DICOM (Digital Imaging and Communications in Medicine)
format. The functions used here are present in most basic reader
packages. Moreover, red/cyan glasses can be manufactured, easily
found worldwide, or ordered online in paper versions for as
cheaply as US$1. This means that the technique may benefit
numerous users and that it is suitable for case discussions,
educational activities, and electronic diffusion, such as in online
journals. Sequential anaglyphs can also be easily combined to
create compelling stereo animations.24 Although the impact of the
use of stereoscopic display in clinical results is possible, this
assessment was beyond of the scope of the present study.
In addition to the low cost, it is worth noting that anaglyph

image preparation from CT angiograms requires no additional
technical platform beyond the one that often already exists in most
services. The image processing technique we describe can be
performed in a straightforward manner on personal or portable
computers with ordinary configurations. Image manipulation
directly on the scanner’s acquisition console is also not required.
Generally, the public accepts the use of red/cyan glasses. Often,

many users have already experienced or know of this modality of
presentation.44 This previous exposure to anaglyph is often
advantageous, as it passes to the student an immediate message of
simplicity and breaks down barriers to its use. It may also be used
for teaching basic neuroanatomy, with the potential for capturing
the attention and arousing the interest of young medical students.
The red/cyan anaglyph technique has been used in vascular

neurosurgery for photographing cadaver dissections or for intra-
operative imaging.1-3,5-11 In a survey involving 15 experienced cere-
brovascular surgeons and 15 trainees, 3D documentation of
aneurysm clipping was suggested to bring significant improvement
to understanding of the anatomical landmarks and the principles of
anterior circulation aneurysm surgery.11 The technique presented in
our study also allows the study of anatomy specific to actual cases.
Although the building of anaglyphs from virtual images is
becoming common in other areas of knowledge, this is the first
report of its application to CT cerebral angiograms. As images of
actual cases are displayed, they can be used as an additional tool
for specialized education and discussion of elements that are
important for neurosurgical treatment, such as aneurysm shape,
orientation, clip choice, and possible approaches. Simple
manipulation of volume-rendered angiograms enables the display
WORLD NEUROSURGERY 128: 259-267, AUGUST 2019
of vessels from the surgical perspective, enlarged, and within a
limited field of view as in the operative situation, which differs
greatly from the anatomical position with which most young phy-
sicians are familiar.
The projection of anaglyph stereoscopic images to large audi-

ences is possible but may encounter difficulties. A dark environ-
ment, high brightness level, and color matching are necessary. As
stereoscopy is produced by color filtering, chromatic aberrations
related to the projection system can impair or eliminate the 3D
perception. It is generally recognized that the outward effects with
this technique are less pronounced than that obtained with polar-
ized light or active glasses. The anaglyph technique has, however,
the great practicality of working well with conventional screens and
paper supports, most of which the majority of users already have.
For polarized light, a considerable initial investment is required to
purchase special materials, involving projectors, filters, glasses, and
a silver screen. For active techniques, a silver screen is not neces-
sary, but the cost of the remaining dedicated equipment items is
higher. Stereoscopy with anaglyph bypasses this initial equipment
investment, as it is perceived effectively on conventional computer,
tablet, and smartphone screens with acceptable depth effect.
As mentioned earlier, other algorithms have focused on

anaglyph display of photography of microsurgical dissections,
comparative anatomy, or magnetic resonance examination.24,45-47

Recent work has proposed using the free, open-source application
OsiriX as a surgical planning tool.14,48 Spiriev et al. described a
step-by-step guide for craniotomy simulation.14 Our algorithm can
be easily associated to their technique.
This method has its limitations. Visualizing 3D in anaglyph re-

quires a short adaptation time, which ranges from less than 1 second
to a few seconds and varies with the observer, even in the absence of
color perception difficulty. A well-known limitation is related to the
display of the red color. The final perception of colors depends on
the combination of what is seen through the 2 eye filters. Difficulty
may be encountered in determining the original appearance of red-
colored structures. This can be easily resolved by modifying the
vascular tree color during volume rendering. Moreover, the
perception of different elements by the same eye due to incomplete
isolation of the left and right images generates an artifact known as
crosstalk,16,49 described as ghosting or a slightly unpleasant blink-
ing sensation with poor focus.
We consider anaglyph of virtual objects obtained from cerebral

angiograms a simple and promising technique in neurosurgical
education, planning, and reporting. A valuable future research
avenue would be the automatization and integration of this display
type among the viewing options of post-processing stations and
medical image readers.
CONCLUSIONS

We report the first stereoscopic anaglyph reconstructions of CT
angiograms. Stereoscopic display of aneurysms and the intracra-
nial vasculature was achieved through volume rendering, rotation,
and image fusion. This method may benefit neurosurgeons,
teachers, and students by providing an easy, customizable, and
low-cost alternative technique for stereoscopic display or printing.
www.journals.elsevier.com/world-neurosurgery 265
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